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a b s t r a c t

CFD modelling has proven to be a powerful tool for the design of UV reactors. However, the validation
of the hydraulics predicted by the CFD model remains a point of attention. Using standard turbulence
models such as the k–ε model, the CFD model often wrongly predicts local flow features around a UV
lamp. Therefore, more advanced modelling approaches such as the LES model were considered. The
eywords:
FD
urbulence modelling
arge-eddy simulation
–ε model

modelling approaches were explored for a single cross-flow UV lamp. It is shown by means of comparison
with experimental data that the LES model predicts the flow around a UV lamp more precisely than the
k–ε model. The impact of differences in resolved velocity fields on the predicted disinfection was also
investigated. Depending on the local geometry (presence and positioning of baffles) the disinfection
results were completely different for the different modelling approaches.
ose distribution
V disinfection

. Introduction

Disinfection by UV light is increasingly applied in water treat-
ent systems. The inactivation of microorganisms depends on

he amount of UV light a microorganism receives during its path
hrough the UV installation, which is known as the UV dose. This
V dose is mainly determined by the hydraulics inside the system.
patial differences in UV irradiation as well as spatial and tempo-
al variations in water velocities and (turbulent) mixing properties
esult in a particular distribution of UV doses. This distribution
orms a measure for the disinfection efficacy of a UV system. For
proper prediction of the performance of a UV system, sophisti-

ated modelling techniques are required to capture the complex
ydraulic processes. Computational fluid dynamics (CFD) models
re therefore often used to predict the disinfection efficacy and
ptimize UV systems [1–6]. The simulation of UV systems involves
he prediction of flow fields, UV irradiation fields and microbial
nactivation. The movements of individual particles are calculated
sing the resolved flow fields, from which the UV dose distribution
s determined. The most challenging part of the simulation is to pre-
ict the flow fields correctly. The complex turbulent flows require
detailed numerical modelling to resolve all the relevant turbulent
cales, which results in long and expensive computations. Simpli-
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fied turbulence models (such as the k–ε model) are therefore used
in practice to reduce the computational time. As a consequence, the
flow fields often are predicted incorrectly, especially around com-
plex geometries [8]. A system with UV lamps placed perpendicular
to the flow direction is such a complex geometry, where the lamp
forms an obstacle in the flow that produces a non-trivial turbulent
flow pattern.

Using a large-eddy simulation (LES) that resolves most of
the turbulent eddies, instead of using a Reynolds-averaged
Navier–Stokes (RANS) approach, the flow fields are predicted more
precisely [7,8]. Resolving the unsteady turbulent motions results
in a different flow pattern than predicted by the k–ε model. As
a result, it is expected that the transport of particles also differs
largely for the k–ε model compared to the LES model. Consequently,
predictions for the disinfection will be different. From the liter-
ature, limited information is available about the effect of more
detailed flow computation on the actual disinfection prediction:
for example, how the predicted size of the wake influences the
disinfection remains unclear. The wake behind the lamp is under
predicted by a CFD model using the RANS approach with a stan-
dard k–ε turbulence model [8,9]. Liu et al. [9] investigated several
turbulence models in combination with the RANS equations. They
also found an under prediction of the wake size by the standard k–ε

model compared to measurements. Some other turbulence mod-
els showed a similar behaviour; the k–ω model did show a better
prediction of the wake size, but the far wake region was predicted
wrongly. The Reynolds stress model showed the best results, prob-
ably because it accounts for the anisotropic viscosity. Although the
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ifferences in wake sizes between the different turbulence models
ere significant, the differences in disinfection levels were small

within 5%). Some authors included the dynamic behaviour of the
ortex shedding by means of an unsteady k–ε turbulence model and
ound only small differences with the stationary approach [10,11].
owever, they still used the RANS approach, so not all the relevant

urbulent length scales that influenced the wake formation were
esolved. Therefore, we will use the LES model which represent
he physical processes more precisely and compare it to the RANS
pproach with a standard k–ε turbulence model. An assessment is
ade of the effect of both modelling approaches (LES model and

–ε model) on the residence time distributions, dose distributions
nd disinfection efficacy for some simplified UV systems. UV sys-
ems were not yet assessed by the LES model. A cross-flow system
ith a single lamp is considered here, which focuses on the detailed
ow field around a single UV lamp. In addition, configurations with
affles in the neighbourhood of a single lamp are considered. By
onsidering a small part of a full-scale UV reactor in detail, such as
he flow field around a single UV lamp, the reliability of different
FD models will be further clarified. The aim is to assess the accu-
acy of the available modelling techniques with respect to the flow
elds, and how the inaccuracies in the calculated flow field influ-
nce the disinfection prediction. Because of the large difference in
ake prediction behind the lamp by both modelling approaches,

he sensitivity of the wake size to the disinfection will be clarified
s well.

. Materials and methods

.1. Modelling approaches

Two types of modelling approaches were considered here: a
eynolds-averaged Navier–Stokes equation (RANS) with a standard
–ε turbulence model, referred to as k–ε model, and a large-eddy
imulation, referred to as LES model. The standard k–ε model is
ost often used for engineering applications. The time-varying

urbulent motions are captured in the averaged variables k and
(Appendix A). Results can be obtained at acceptable computa-

ional costs (e.g., within 1 or 2 days). These types of models are
herefore most often used for the design or optimization of large-
cale installations, such as UV reactors. A large-eddy simulation
12] has much higher computational costs (e.g., around 2 weeks on

ultiple CPUs), but results in more detailed and accurate results,
ecause the time-varying turbulent motions are resolved. A LES is
ften used as a research tool for a better understanding of local
ransport mechanisms. Knowledge on the local and instantaneous
oncentrations is particularly important for simulations involving
hemical or microbiological reactions, because the localized areas
f high concentration may result in a higher reaction rate than cal-
ulated by an averaged concentration from the RANS approach. The
hoice for a k–ε model or a LES is a trade-off between accuracy and
omputational speed. Both methods will be used here and the dif-
erences between these methods for the flow around a single UV
amp will be explored.

Furthermore, the trajectories of individual particles were calcu-
ated. Fluctuations of the particle motions induced by the turbulent

otions model the mixing processes precisely. These particles are
ssumed to represent microorganisms (size of 1–5 �m) that are
maller than the Kolmogorov microscales (∼10−4–10−3 m). As a
esult, these particles move entirely with the fluid [18]. Since the

ES model resolves the time-varying velocity fields, the particle
otions – which are motions induced by advection – are solved

ccurately. The particle movement in the LES model only consists of
n advection displacement induced by the fluctuating velocity field.
ince the LES model resolves the most energy containing turbulent
g Journal 162 (2010) 528–536 529

eddies, which are eddies at a scale of the mesh size and larger,
the advection displacement dominates over the viscosity displace-
ment, which is therefore neglected. For the k–ε model, the particle
movements consist of an advection displacement induced by the
calculated steady velocity field and a random displacement induced
by the turbulent viscosity. The turbulent viscosity coefficient is
determined from the variables k and ε (Appendix A). However, by
introducing an artificial random displacement [19] obtained from
a viscosity coefficient that mimics the advective transport of the
turbulent motions, the calculated particle trajectories may be inac-
curate. This is illustrated in Fig. A1 of the supplementary appendix
for the flow around a cylinder. The LES model calculates time-
varying velocity fields, which are continuously changing due to the
turbulent motions; a snapshot is shown in the upper panel of the
figure. The k–ε model only calculates a stationary mean velocity
field. This particular velocity field will not occur in nature, in fact, it
will always differ significantly from the instantaneous velocity field
in reality. The particle trajectories plotted in Fig. A1 of the supple-
mentary appendix underline these differences: the large vortices
downstream of the cylinder calculated by the LES model move par-
ticles upward and downward over large distances, which does not
occur for the particles in the k–ε model.

Both modelling approaches were used in different computa-
tional codes:

• For the k–ε model, a commercial available finite-element pack-
age, COMSOL v3.5, was used. The flow domain is discretized with
tetrahedrons.

• For the LES model, a finite-difference model [13] was used.
The equations were solved on a structured Cartesian grid using
finite-differences. A staggered grid was used, where the scalars
(pressure, eddy viscosity) were solved in the middle of the volume
and the vectors (velocities) were solved at the boundaries.

2.2. Validation of models by means of velocity fields

The velocity fields calculated by the CFD models were val-
idated by laser Doppler anemometry (LDA) measurements, a
non-intrusive technique to measure the velocity at a single point
in the flow domain. The measurements were conducted in a long
square flume (water height = 0.4 m, width = 0.4 m, length = 13 m). A
cylinder was placed in the middle of the flume, which resulted in a
comparable situation as the reference configuration. The diameter
of the cylinder (D = 5 cm) was approximately equal to the size of the
quartz sleeve in a bench-scale UV reactor [20]. The instantaneous
velocities were measured during 3 min at different positions in the
flume, from which the mean velocities and Reynolds stresses were
determined. A CFD model was constructed using the same geome-
try as for the experiment. The results of the streamwise velocities
for the k–ε model as well as the LES model are shown in Fig. 1. The
flow fields were better described using the LES model than the k–ε
model. The k–ε model had under predicted the wake region down-
stream of the cylinder: the velocities were still positive, whereas
a clear reversed flow occurred in the measurements. Outside the
wake region and further downstream of the cylinder (at x = 15 cm),
the k–ε model predicted velocities in correspondence with the
measurements. The velocities determined by the LES model were
in good agreement with the measurements.

Both modelling approaches were also compared to the flow
fields measured in a bench-scale UV reactor [20], Fig. S1 of the sup-
plementary information. Again the flow fields were better

described by the LES model than the k–ε model, especially down-
stream of the lamps (cross-section 3 and 4). The wake region is
largely under predicted by the k–ε model. More details about the
measurements and validation of the CFD models are provided by
Wols et al. [8]. This paper focuses on how these differences in veloc-



530 B.A. Wols et al. / Chemical Engineering Journal 162 (2010) 528–536

F e cylin
r s-cut

i

s
n
c
t

w
s
fl
p
i

C
s
a
d
l
i
i
T
t

t
r
o
t
s
c

•
•

3.1. Mesh independency

For the calculated dose distribution and disinfection, the inde-
pendency with respect to the grid size, number of particles and

Table 1
Parameters used for the CFD calculations.

Flow rate Q [m3/s] 0.005
Baffle height L [m] 0.025
Total power UVC P [W] 200
Diameter quartz sleeve Dlamp [m] 0.05
Thickness quartz sleeve d [m] 0.0019
ig. 1. The flow fields of the CFD models were validated by LDA measurements. Th
epresent a cross-cut in vertical direction, whereas the lower panel represent a cros

ty fields for both models influence the disinfection prediction.
The UV irradiance was calculated by the multiple segment

ource summation (MSSS) model [14]. For each computational
ode, the UV irradiance coming from each lamp segment was cal-
ulated. Adding up the irradiances for all the segments resulted in
he UV irradiance at a particular computational node.

The particles are uniformly injected at the inflow cross-section,
here the velocity is also uniformly distributed over the cross-

ection, so that the ensemble of particles is representative for the
uid volume. The UV dose was recorded for each particle during its
ath through the reactor. The distribution was obtained by collect-

ng the dose of each particle at the outflow boundary.
The inactivation of microorganisms is modelled by a delayed

hick-Watson model: after a threshold dose, the microorganisms
tart to be inactivated. The first-order disinfection kinetics describe

linear relation between the log inactivation and the dose. A
eviation from this relationship might occur at high inactivation

evels, the so-called tailing, which means that no further increase
n inactivation is observed at higher UV doses. Since the critical log
nactivations occur at lower values, no tailing was considered here.
he inactivation of Bacillus s. was considered, the kinetic parame-
ers obtained from Hijnen et al. [15] are shown in Table 1.

The flow around a single cross-flow UV lamp was considered
o evaluate the different modelling approaches. A UV lamp in a
ectangular box was chosen, where the lamp was placed at half
f the height. The height and width of the box were both equal
o a length of 3 times the cylinder diameter. Four different flow
ituations were considered: a reference situation and three baffle
onfigurations (Fig. 2):
Reference, the reference situation with a single UV lamp in a box.
Baffle upstream, a baffle is placed at the front of the UV lamp
(upstream) to force the water elements to flow closer to the lamp.
der with a diameter of 5 cm was located at x = 0 cm and z = 0 cm. The upper panels
in streamwise direction.

• Baffle middle, the baffle is placed at the middle of the UV lamp.
• Baffle downstream, the baffle is placed at the rear of the cylinder.

The differences between the baffle configurations are small, but
they may have a big impact on the flow field downstream of the
lamp. The parameters used for the modelling are shown in Table 1.
Normalization is done using the following dose:

Dnorm = 2P

Q˛
e−1, (1)

where P represents the total lamp power in UVC (W), Q is the
flow rate (m3/s) and ˛ is the absorbance (1/m). This characteris-
tic dose value yields a simple estimate for the mean dose that can
be expected for a UV system with specific operating conditions [6].

3. Results and discussions
q

Transmittance water T10,w [%] 80
Transmittance quartz T10,q [%] 96
Inactivation constant Bacillus s. k� [cm2/mJ] 0.136
Threshold inactivation Bacillus s. D0 [mJ/cm2] 12.3
Normalized dose Dnorm [mJ/cm2] 132



B.A. Wols et al. / Chemical Engineering Journal 162 (2010) 528–536 531

s inve

t
k
s
d
d
t
t
t
c
W
m
d
t
T
t
d
s
a
g
n
w
m

p
p
c
w
t
(
m
fl
p
t
t
m
g
g
m
a
s
v
t
a

3

a

Fig. 2. The flow around a single cylinder wa

ime stepping of the particle movement was investigated. For the
–ε model, the standard conditions were defined by: a medium grid
ize (41,228 elements), 4900 particles and a time step of the particle
isplacement of 0.025 s. These conditions were varied and the dose
istribution for each variation is shown in Fig. S2 of the supplemen-
ary information. The mean dose (Dmean), defined as the average of
he doses of all the particles, the minimal dose (Dmin), defined as
he dose of the particle with the lowest dose and disinfection (DE),
alculated from the dose of each particle using the delayed Chick-

atson model, are indicated as well. Considering the grid size, a
edium grid was sufficient to obtain a converged result for the

isinfection (DE). Regarding the number of particles, the dose dis-
ribution became smoother by increasing the number of particles.
he disinfection results were converged at a number of 10,000 par-
icles, whereas the standard condition of 4,900 particles showed a
eviation of 1–2% in comparison with the converged solution. The
tandard conditions were still used to reduce computational times,
llowing a small deviation. The time stepping (�t) depends on the
rid size (�x) and maximum velocity (up), presented by the CFL
umber (CFL = up �t/�x). For the medium grid size, the solution
as converged at a time step of 0.025 s, which corresponds with a
aximum CFL number of around 1.
The dependency with respect to the grid size and number of

articles is also considered for the LES model (Fig. S3 of the sup-
lementary information). Regarding the time step, the LES model
alculated a time-varying velocity field, for which small time steps
ere needed. These time steps were also used for the particle

racking: they were small enough to obtain a converged solution
CFL number smaller than 1). The standard conditions were: a

edium grid size (64 × 256 × 64) and 50,000 particles. Due to the
uctuations in the velocity field, instead of using a peak release of
articles, the particles were injected gradually during the first 1000
ime steps to obtain statistically more reliable results. By reducing
he mesh size, starting from the coarse grid (48 × 192 × 48) to the

edium grid, the predicted disinfection increased. At the medium
rid, the solution was converged; the disinfection at a medium
rid size fell within one percent accuracy with respect to the fine
esh (96 × 384 × 96). This accuracy was regarded as an accept-

ble choice when trading off the accuracy against computational
peed. Regarding the number of particles, the solution was con-
erged at numbers in between 10 000 and 50,000 particles. Both
he LES model and the k–ε model use the standard conditions to
ssess the various UV systems.
.2. Velocity fields in different configurations

The velocity fields calculated by the k–ε model and LES model
re depicted in Figs. 3 and 4, respectively. The streamwise mean
stigated for different baffle configurations.

velocities (u) are shown for the different flow configurations. In
the k–ε model the mean velocity is obtained from the stationary
velocity field calculated by the model. In the LES model the mean
velocities are obtained by ensemble averaging of the time-varying
flow fields. The velocity spatially averaged over the inflow bound-
ary was equal to 0.22 m/s. The water flowed around the cylinder, so
that the velocity increased above and below the cylinder, whereas
the velocity directly behind the cylinder decreased or even reversed
direction due to the obstacle. By placing baffles, the bulk flow was
forced to move closer to the lamp. However, the bulk flow had to
move through a smaller area, so that the velocity increased even
further (up to 4 times the average velocity). Downstream of the baf-
fles large recirculation zones developed. The differences between
the k–ε model and LES model were large, especially for the con-
figuration with baffles. For the reference case, differences were
noticeable near the wake region. The LES model predicted a dis-
tinct region with reversed velocities behind the lamp at a length of
around two times the lamp diameter. The k–ε model did not pre-
dict reversed velocities, only a reduced velocity downstream of the
cylinder which stretched out over a length of a few times the lamp
diameter. Also, the LES model showed that the bulk flow moved
at a larger distance from the lamp (the wake region was wider).
By placing baffles above and below the cylinder, the differences
between the models became more apparent. Two jets developed
in between the baffles and the cylinder, one above and one below
the lamp, which moved differently downstream of the cylinder in
both models: The jets predicted by the LES model were more pro-
nounced and stretched over a larger distance, whereas the jets in
the k–ε model tended to quickly diffuse over the height. The differ-
ences were most pronounced for the configuration with the baffle
upstream. The k–ε model predicted no reverse flows downstream
of the cylinder here, and the jets had quickly merged. However,
in the LES model, the jets did not merge, but moved separately
towards the lower and upper wall. Also, a large wake had devel-
oped downstream of the lamp. Such a large wake might in fact
be unfavorable for the disinfection performance, because the bulk
flow did not enter the region with high UV intensities directly
behind the lamp. For the configuration with baffles in the mid-
dle or downstream, the wakes predicted by the LES model were
smaller than for the upstream baffles, because the jets had merged
near the centre instead of moving to the outer walls. This shows the
sensitivity of the position of the baffles to the flow field: by mov-
ing the baffle a little downstream, the direction in which the jets

move had changed and the wake was considerable reduced. Small
differences might in fact have a large impact on the wake forma-
tion. In contrast with the LES model, the size of the wake predicted
by the k–ε model was only little influenced by the position of the
baffle.
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Fig. 3. Velocity field, streamwise velocity u (m/s), ca

Another remarkable result of the LES model was visible for the
onfiguration with a baffle in the middle and a baffle downstream.
fter the two jets had merged into a single jet, this jet had the

endency to move towards either the upper or lower wall. Due to
he symmetry, there is in principal no preference for the upper or
ower wall, but once the jet had moved to one side, it remained
here. The so-called Coanda effect [16] explains this behaviour: due
o small pressure differences the jet is moved towards one side,
hich increases the pressure difference, eventually resulting in the

ttachment of the jet to the wall.

.3. Residence time distribution

The (cumulative) residence time distributions are plotted in
ig. 5. All the particles were instantaneously released in the domain
t a distance of 0.15 m upstream of the cylinder. The distribution
as obtained by collecting for each particle the time to cover a
istance of 0.5 m. The differences between both models became
lso apparent in the residence time distribution (RTD). Although
he differences were still small for the reference case, they clearly
arked the differences in underlying velocity fields. In the LES
odel, the velocity gradients were larger, a higher maximum veloc-

ty occurred above and below the cylinder, which resulted in the
hortest residence times (T10 was shorter). Also, the larger wake
egion downstream of the cylinder caused the longest residence

Fig. 4. Velocity field, streamwise velocity u (m/s), calculat
d by the k–ε model for the different configurations.

times (T90 was longer). For the configurations with baffles, the
differences became more pronounced. The LES model predicted
much shorter residence times than the k–ε model. The jets pre-
dicted by the LES model were more confined and the recirculation
regions were much larger than for the k-ε model. The region of the
bulk flow was therefore smaller and, consequently, this region had
higher velocities and corresponding lower residence times. The RTD
was changed a little by the position of the baffles. The LES model
predicted large differences between the baffle configurations, for
example the T90 was considerably increased by placing the baffle
further downstream.

3.4. Dose distribution and disinfection

The UV dose distributions are shown in Fig. 6. The mean dose,
minimal dose and disinfection are indicated as well. For the refer-
ence case, the differences between the models were small. The peak
in the dose distribution was found at the same dose. Since the lower
dose part in the distribution was predicted similar for both models,
the disinfection predictions were also considered to be equal. The

differences were large in the case of the upstream baffle. For the
LES model the peak in dose distribution occurred at a similar dose
as for the reference situation, whereas for the k–ε model the peak
shifted towards a higher dose. As a result, the k–ε model predicted
a considerable increase in disinfection (from 1.55 to 2.68 log units)

ed by the LES model for the different configurations.
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Fig. 5. Cumulative residence time distribution calculated by

y placing an upstream baffle, whereas the LES model predicted
decrease in disinfection (from 1.55 to 1.45 log units). The k–ε
odel showed similar results for the configuration with the baffle

n the middle, where the dose distribution closely matched with the
pstream baffle configuration. The LES model calculated the peak

n the dose distribution at a slightly higher dose than for the refer-
nce case, resulting in a small increase in disinfection. However, the
eak still occurred at a smaller dose than for the k–ε model, so that
he LES model still predicted a smaller disinfection than the k–ε
odel. By placing the baffle further downstream, the disinfection
redicted by the LES model was further increased to 2.11 log units,
ut not to the extent of the k–ε model prediction (2.49 log units).
ere, the differences in dose distribution between the models were

maller than for the other baffle cases, but the LES model still pre-

ig. 6. UV dose distributions calculated by the k–ε model and LES model for the various
inimal dose and mean dose are indicated as well.
ε model and LES model for the various geometries (� = t/Th).

dicted the peak at a lower dose and therefore lower disinfection
levels.

The disinfection predictions are summarized in Fig. 7. The pre-
dictions were equal for both modelling approaches in the case of the
reference situation. Surprisingly, the baffle configurations showed
opposite patterns for both models: placing the baffle further down-
stream resulted in an increase in disinfection for the LES model,
whereas the k–ε model predicted a decrease in disinfection. The
best results for the k–ε model were obtained for the upstream baf-

fle, where the LES model predicted the worst disinfection results.
This increase in disinfection for the LES model can be explained by
the size of the wake: moving the baffles downstream reduced the
wake, so that the bulk flow moved through an area with higher UV
intensities, resulting in higher UV doses.

geometries. The dose is scaled with a characteristic dose Dscale. Disinfection (DE),
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ig. 7. Overview of the disinfection levels, predicted by the LES model and k–ε model
or the various geometries.

The differences between the modelling approaches become
ore apparent by considering the movements of the individual

articles (Figs. 8 and 9). The particles are released by means of a
ulse injection upstream of the UV lamp. The turbulent eddies that
re resolved in the LES model cause a more discontinuous particle
istribution, resulting in areas with high concentration of parti-
les and areas without particles (white areas). Since the k–ε model

ses an isotropic turbulent viscosity coefficient to mimic the turbu-

ent eddies, the particle distribution is smoother. For the reference
ase, we have seen from earlier observations that the LES model
redicted smaller residence times than the k–ε model, whereas

ig. 8. Particle positions calculated by the k–ε model (left panel) and LES model (right pan
ylinder. The scaled dose is indicated by the color of the particle. The initial stages after
mportant for disinfection.
g Journal 162 (2010) 528–536

the peak in the dose distribution occurred at a similar dose. These
observations can be related to the particles positions and the UV
dose received by the particle. Clearly, the way the particles had
moved was different for both models. The k–ε model predicted
a more smooth concentration distribution of particles due to the
smaller velocity gradients and small wake region. The region down-
stream of the lamp was therefore quickly filled with particles. From
the particle positions calculated by the LES model, the turbulent
flow features were better recognizable. For example, in the case of
the reference cylinder at t/Th = 0.25 in Fig. 8, the large wake was vis-
ible by the particles that moved around it. An instant later, the large
eddies shed from the cylinder were visible: they caused mixing of
low and high dose particles. Subsequently, particles were trapped
inside the wake region, where they received very high doses. The
LES model predicted the quickest moving particles due to the higher
maximum velocities, which occurred at a small distance above as
well as below the lamp. These particles did not necessarily have
the smallest dose. In fact, these particles moved close to the lamps,
where the irradiances were high. Instead, the particles with the
lowest doses had moved along the upper and lower wall. After they
had passed the lamp, they were – after a while – redistributed over
the height due the increased turbulent mixing downstream of the
lamp. Since the velocity fields near the outer walls were almost
similar for both models, the critical particles, which are the par-
ticles with the lowest doses, were predicted the same. As a result,
models.
Next, the particle positions for the baffle upstream configura-

tion are considered in Fig. 9. For this configuration, the differences
in disinfection levels predicted by both models were large. The criti-

el) after a peak release of particles upstream at different time steps for the reference
particle release are shown, which represent the low dose particles that are most
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ig. 9. Particle positions calculated by the k–ε model (left panel) and LES model (righ
affle. The scaled dose is indicated by the color of the particle. The initial stages after p
or disinfection.

al flow trajectories from the reference configuration—the particles
ith the lowest doses moving along the outer walls, were forced to
ove around the baffle. The differences between the models is most

learly observed at t/Th = 0.25. The k–ε model predicted a spread-
ng of particles over the height, including a large group of particles
irectly downstream of the lamp, whereas the LES model predicted
articles close to the outer walls, which had moved along with the

ets above and below the lamp. Due to the high velocities here,
he UV doses remained small. Further downstream, these particles
ere redistributed over the height, but at such a distance from the

amp that the doses remained small. Therefore, at t/Th = 0.375, the
ES model predicted large numbers of particles close to the out-
ow, which were responsible for the low residence times and low
oses. For the k–ε model, the particles had moved slower and closer
o the lamps, so that the peak in the dose distribution occurred at
higher dose. Consequently, the predicted disinfection levels dif-

ered largely. The longer tail in the RTD predicted by the LES model
as caused by the large wake region, which is visible by the par-

icles trapped inside this region. These particles are still moving in
everse direction (towards the lamp), and will receive higher doses
hen they come closer to the lamp at t/Th > 0.625.

.5. Conclusions

UV systems often contain a number of lamps placed perpen-

icular to the flow direction. Predicting the flow fields around
hese lamps requires sophisticated modelling of the turbulent flow
eatures. CFD models that use a RANS approach, such as the stan-
ard k–ε model, have difficulties with these flow configurations.
his modelling approach does not capture the complex turbulent
el) after a peak release of particles upstream at different time steps for the upstream
e release are shown, which represent the low dose particles that are most important

motions in detail, which leads to inaccuracies in the flow field pre-
diction, clearly observed by the under prediction of the wake region
behind the lamp. Using more advanced modelling techniques,
such as a large-eddy simulation, which resolves more details of
the turbulent flow, the flow fields in the wake region are pre-
dicted more precisely. Both modelling techniques were compared
to velocity measurements of the flow around a single cylinder. The
wake region was indeed largely under predicted by the k–ε model,
whereas the LES model resembled the measurements well.

Using both modelling approaches, the sensitivity of the resi-
dence time distribution, dose distribution and disinfection to the
local velocity field was investigated. This approach clarifies the
importance of predicting local flow features, such as wakes, pre-
cisely. Four configurations were considered: a reference situation
with one cylinder placed perpendicular to the flow direction. In
addition, baffles placed at different positions (upstream, in the mid-
dle and downstream of the lamp) were added. The flow around a
cylinder is known to be very sensitive to the local flow situation,
the turbulent flow influences the boundary layer at the cylinder
surface, as well as the size of the wake. By placing baffles above
and below the cylinder the situation becomes even more compli-
cated: recirculations develop downstream of the baffles, turbulent
eddies are shed from the baffles and a mixing layer develops. All
these flow features influence the flow around and downstream of
the cylinder. The flow fields were therefore predicted differently for

both modelling approaches; some small differences with respect
to the wake size were observed for the reference situation, which
became more pronounced by placing baffles. In the case of a baffle
upstream of the cylinder, the differences were the largest. The k–ε
model predicted a small wake, whereas the LES model predicted a
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ery large wake. The residence time distribution and dose distribu-
ion also showed marked differences. The disinfection prediction
as the same for both models in the case of the reference cylinder.
ere, the part with the lowest doses in the dose distribution was

imilar, which is related to the particles that had moved close to
he outer walls. This region was not influenced by the wake and
howed similar velocity profiles for both models. By placing baffles
he differences in disinfection prediction became large, especially
or the upstream baffle, where the k–ε model predicted a significant
igher disinfection than the LES model.

The weaknesses of RANS models, that do not resolve the tur-
ulent motions, were demonstrated. By simplifying the turbulent
ow inside the UV system, flow fields are predicted inaccurately

n time and space. How much this affects the disinfection predic-
ion depends on the local geometry. As shown here for the baffle
onfigurations, the predictions of the k–ε model became inaccurate
n situations where large velocity differences are present and large

akes can develop. The latter might not be the case for full-scale
nstallations, where the wakes are more confined due the inter-
ction with other lamps. Nevertheless, when using these types of
odels one must be aware of the limitations of the turbulence mod-

ls. More advanced models, such as the LES model, will result in a
ore precise disinfection prediction, but are computationally more

xpensive.
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